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Abstract   
In digital communication the error correction capability is better as compared to analog communication. When in digital 

transmission system bits get corrupted, then error occurs. For improving the error correction capability, turbo codes are 

used. Turbo codes are the parallel concatenation of two convolutional codes. For that purpose an interleaver is used which 

separates the code. In digital communication system, the use of turbo codes enhances the data transmission efficiency. 

When turbo codes are used then Bit Error Rate (BER) performance reaches the Shannon’s channel capacity limit. The 

most popular iterative decoding algorithm requires an exponential increase in hardware complexity to achieve higher 

decoding accuracy. In this paper Log-MAP Iterative decoding algorithm is used for describing turbo decoder. 
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1. Introduction 

To achieve possible data with a few errors turbo decoders are used. The technique used for the error control during data 

transmission is known as Forward Error Correction (FEC) technique. Turbo codes are used in 3-Generation / 4-Generation 

mobile applications. The use of turbo codes provides higher data rates for low order modulation schemes such as BPSK or 

QPSK [1]. By using parallel concatenated encoder structure and soft input soft output (SISO) iterative decoders [1] [2] 

turbo codes are designed. For generating soft output the iterative decoder uses the Most a Posteriori (MAP) decoding 

algorithm. The Most a Priori (MAP) algorithm is also known as BCJR. The MAP decoding algorithm is not valid for real 

time systems and it is computationally complex. MAP algorithm is used for calculating A Posteriori Probability (APP) for 

each message bit [3]. The MAP algorithm is sensitive to SNR mismatch [4]. In the MAP algorithm the computation of the 

probability is obtained using non–linear functions. Practically decoding is possible through logarithmic versions of MAP 

algorithm [5] [6] [7] and Soft Output Viterbi Algorithm (SOVA) [8] [9]. The logarithmic versions of MAP algorithm and 

SOVA are less sensitive to SNR mismatch. The computational versions of MAP algorithm has best bit error rate (BER). 

The Log-MAP algorithm has highest computational complexity and thus Turbo decoder has low bit error.  

2. Concatenated Coding 

A single error correction code is not enough to remove error with reasonable complexity. The solution of this problem is 

“concatenated coding”. Concatenated coding provides much more powerful code. 

There are two types of concatenated codes 

• Serial Concatenation Codes 

• Parallel Concatenation Codes 
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Serial Concatenation Codes 

 Serial concatenation codes are introduced by Forney in 1966. Fig. (1) Shows the block diagram for Serial Concatenation 

Coding. 

 

Figure 1: Block Diagram for Serial Concatenation Coding. 

Parallel Concatenation Codes 

 Parallel concatenated coding is better as compared to serial concatenated coding. The parallel concatenation of two 

recursive systematic convolutional (RSC) codes generates the original turbo code. 

3. Turbo Encoder 

 

 

 

 

 

 

 

 

 

 

Figure 2: Block Diagram for Turbo Encoder [10]. 

Fig. (2) Shows the block diagram of a turbo encoder. A turbo encoder can be designed using two recursive systematic 

convolutional (RSC) codes; this is also known as parallel concatenation. An interleaver is used for separating the 
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encoders. An Interleaver is a device which is used for permuting the data sequence in some predetermined manner. One of 

the two encoder’s output is used to form a code word since one of the output is permuted form of the systematic output. 

The first encoder generates the systematic output B0 and recursive convolutional B1 sequences while second encoder 

discards its systematic sequence and generates only one output i.e. recursive convolutional B2 sequence. 

4. Decoding Algorithms 

 There are some decoding algorithms; names are Maximum a Posteriori (MAP) algorithm, Log-Map algorithm, Max-Log-

Map algorithm and Soft Output Viterbi Algorithm (SOVA). 

The MAP algorithm is known as a Maximum Likelihood (ML) algorithm. The MAP is used to find most probable 

information bit that was transmitted. MAP algorithm minimizes the bit or symbol error probability. In the MAP algorithm 

for returning information bits need not form a connected path through the trellis. 

The Soft Output Viterbi Algorithm (SOVA) is asymptotically maximum likelihood algorithm at moderate and high SNR. 

SOVA is used to find the most probable information sequence to have been transmitted given the code sequence. The use 

of SOVA minimizes the word error probability. In this algorithm for returning information bits need a connected path.  

Implementation in the MAP algorithm is not easy because of its computational complexity and it is sensitive to round-off 

errors that occur while representing with finite precision. Since the MAP algorithm does not performs practical decoding, 

therefore its logarithmic versions i.e. Log-Map and Max-Log-Map are used for practical decoding. 

 

Figure 3: Block Diagram of an Iterative Turbo Decoder [10]. 

Fig. (3) Shows the block diagram of an iterative turbo decoder. In the turbo decoding process two SISO decoders are used. 
The first SISO decoder generates two outputs i.e. soft output and subsequently extrinsic information (EI). The extrinsic 
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information [D1] is interleaved and it is used by the second SISO decoder as the estimate of the A priori probability 
(APP). The second SISO decoder also produces the extrinsic information [D2] and passes it after de-interleaving to the 
first SISO decoder to be used during the subsequent decoding operation.  

5. Log-Map Algorithm 

 Multiplication in the log domain becomes addition, which reduces the hardware complexity. The Jacobian algorithm [11] 
is used instead of addition because the addition in log domain is not straight forward. The Jacobian algorithm 
approximates the addition of two integers according to the equation (1). 

ln ( + ) = max (x,y) + ln (1+exp-|y-x|) 

= max (x, y) +  (|y-x|).......... (1). 

The above equation shows that addition in the log domain reduces a maximization operation followed by a correction 

function () and the correction function becomes almost zero when the values of x and y are not same. 

Therefore, the approximation of the above equation is  

ln  + )  max (x,y) ……… (2) 

In the log domain MAP algorithm work in two ways:- 

A. When addition is performed like a maximization function alone as per equation (2) then it is called the Max-Log-Map 

algorithm. 

B. When addition is performed like a maximization function, followed by a correction term as for equation (1), then it is 

called Log-Map algorithm. 

Let  be the log of α, then  

 = ln α  

= ln  ( ) + ( )] 

=  * [  ( ) +  ( ) .......... (3) 

Where A= the set of all states  that are connected to state  

Max*(x, y) = max(x, y)  for the Max-Log-Map algorithm 

Max (x, y) + (|y-x|)  for the Log-Map algorithm 

Similarly, let  ( ) represent the logarithmic of . It follows that,  
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 = ln ( ) 

= ln ( ) + ( )] 

= * [  ( ) +  ( ] .......... (4) 

Where B= the set of all states  that are connected to state  

The   ( ) and  ( ) have been calculated for all the states in the trellis, the log likelihood ratio can be computed as 

follows: 

  = ln  ( ) + ) +  ( )] 

– ln  ( ) + ) +  ( )] 

= * [  ( ) + ) +  ( )] ………. (5) 

Consequently the Log-Map algorithm proceeds as follows:- 

(A) Forward Recursion for Log-MAP algorithm:- 

(1) First of all create an array 

(j,i), 0 j -1, 0  

Where L = the length of the data input 

The result of forward recursion is stored in this array. Initialization of this array is:- 

(j, 0) =  ………. (6) 

(2) Time index is i and it begins with time index when i=1 

(3) State index is j and it begins with state index when j=0 

(4) When  and  is updated according to the following equation:- 

(j, i) =  * { (j , i-1) +  (  } ………. (7) 

Where A= the set of all states  that are connected to state . 

 

(5) Increment in j 
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(6) When j= -1, all possible states have been considered and continue to step (7), otherwise return to step (4). 

(7) Increment in i 

(8) When i=L, then the end of all trellis has been reached: continue to step (2), otherwise return to step (3). 

(B) Backward Recursion For Log-MAP algorithm:- 

(1) First of all create an array  

 (j, i), 0 j -1, 0  

The result of backward recursion is stored in this array. Initialization of this array is:- 

 (j, 0) =  ………. (8) 

(1) For backward recursion time index is i=L-1 

(2) For backward recursion state index is j=0 

(3) When  and β is updated according to the following equation:- 

 (j, i) =  * {β (j , i+1) + (  } ………. (9) 

Where B= the set of all states   that are connected to state . 

(4) Increment in j 

(5) When j= -1, all possible states have been considered and continue to step (7), otherwise return to step (4). 

(6) Decrement in i 

(7) When i=0, then the end of trellis has been reached: continue to step (C), otherwise return to step 3.  

(C) Log Likelihood Ratio (LLR):- 

For i = (0, 1, 2, ….., L-1), the LLR is 

 =  * [  (j, 1) + ) + β (j i+1)] 

 * [  (j, 1) + ) + β (j i+1)].......... (10) 

Where = )  ): =1} is the set of all state transitions with a message bit of 1. 

 = )  ): =0} is the set of all state transitions with a message bit of 0. 

The above set of all equations shows that all complex multiplications are reduced to simple addition operation. The 

parameters of Log-MAP algorithm is very close to approximations of the MAP parameters. Therefore, the BER 

performance of the Log-MAP algorithm is close to the MAP algorithm. 
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6. Conclusion 

 In digital communication system, the use of turbo codes enhances the data transmission efficiency. When turbo codes are 

used then Bit Error Rate (BER) performance reaches the Shannon’s channel capacity limit. In the Log-MAP algorithm, all 

complex multiplications are reduced to simple addition operation. Therefore, the BER performance of the Log-MAP 

algorithm is close to the MAP algorithm. 
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